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#### Abstract

In this article, we investigate existence and uniqueness of positive solutions to coupled systems of multi-point boundary value problems for fractional order differential equations of the form


$$
\begin{cases}D^{\alpha} x(t)=\phi(t, x(t), y(t)), & t \in I=[0,1], \\ D^{\beta} y(t)=\psi(t, x(t), y(t)), \quad t \in I=[0,1], \\ x(0)=g(x), & x(1)=\delta x(\eta), \quad 0<\eta<1, \\ y(0)=h(y), & y(1)=\gamma y(\xi), \quad 0<\xi<1,\end{cases}
$$

where $\alpha, \beta \in(1,2], D$ denotes the Caputo fractional derivative, $0<\delta, \gamma<1$ are parameters such that $\delta \eta^{\alpha}<1, \gamma \xi^{\beta}<1, h, g \in C(l, \mathbb{R})$ are boundary functions and $\phi, \psi: / \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous. We use the technique of topological degree theory to obtain sufficient conditions for existence and uniqueness of positive solutions to the system. Finally, we provide an example to illustrate our main results.
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## 1 Introduction

Recently much attention has been paid to investigate sufficient conditions for existence of positive solutions to boundary value problems for fractional order differential equations, we refer to [1-13] and the references therein. This is because of many applications of fractional differential equations in various field of science and technology as in [14-20]. Existence of solutions to boundary value problems for coupled systems of fractional order differential equations has also attracted some attentions, we refer to [13, 20-24]. In these papers, classical fixed point theorems such as Banach contraction principle and Schauder fixed point theorem are used for existence of solutions. The use of these results require stronger conditions on the nonlinear functions involved which restricts the applicability to limited classes of problems and very specialized systems of boundary value problems. In order to enlarge the class of boundary value problems and to impose less restricted conditions, one needs to search for other sophisticated tools of functional analysis. One
such tool is topological degree theory. Few results can be found in the literature which use degree theory arguments for the existence of solutions to boundary value problems (BVPs) [25-32]. However, to the best of our knowledge, the existence and uniqueness of solutions to coupled systems of multi-point boundary value problems for fractional order differential equations with topological degree theory approach have not been studied previously. Wang et al. [28] studied the existence and uniqueness of solutions via topological degree method to a class of nonlocal Cauchy problems of the form

$$
\left\{\begin{array}{l}
D^{q} u(t)=f(t, u(t)), \quad t \in I=[0, T] \\
u(0)+g(u)=u_{0}
\end{array}\right.
$$

where $D^{q}$ is the Caputo fractional derivative of order $q \in(0,1], u_{0} \in \mathbb{R}$, and $f: I \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous. The result was extended to the case of a boundary value problem by Chen et al. [26] who studied sufficient conditions for existence results for the following two point boundary value problem:

$$
\left\{\begin{array}{l}
D_{0+}^{\alpha} \phi_{p}\left(D_{0+}^{\beta} u(t)\right)=f\left(t, u(t), D_{0+}^{\beta} u(t)\right) \\
D_{0+}^{\beta} u(0)=D_{0+}^{\beta} u(1)=0
\end{array}\right.
$$

where $D_{0+}^{\alpha}$ and $D_{0+}^{\beta}$ are Caputo fractional derivatives, $0<\alpha, \beta \leq 1,1<\alpha+\beta \leq 2$. Wang et al. [27] studied the following two point boundary value problem for fractional differential equations with different boundary conditions:

$$
\left\{\begin{array}{l}
D_{0+}^{\alpha} \phi_{p}\left(D_{0+}^{\beta} u(t)\right)=f\left(t, u(t), D_{0+}^{\beta} u(t)\right) \\
u(0)=0, \quad D_{0+}^{\beta} u(0)=D_{0+}^{\beta} u(1)
\end{array}\right.
$$

where $D_{0+}^{\alpha}$ and $D_{0+}^{\beta}$ are Caputo fractional derivatives, $0<\alpha, \beta \leq 1,1<\alpha+\beta \leq 2$.
Motivated by the work cited above, in this paper, we use a coincidence degree theory approach for condensing maps to obtain sufficient conditions for the existence and uniqueness of solutions to more general coupled systems of nonlinear multi-point boundary value problems. The boundary conditions are also nonlinear. The system is of the form

$$
\left\{\begin{array}{l}
D^{\alpha} x(t)=\phi(t, x(t), y(t)), \quad t \in I=[0,1],  \tag{1}\\
D^{\beta} y(t)=\psi(t, x(t), y(t)), \quad t \in I=[0,1], \\
x(0)=g(x), \quad x(1)=\delta x(\eta), \quad 0<\eta<1, \\
y(0)=h(y), \quad y(1)=\gamma y(\xi), \quad 0<\xi<1,
\end{array}\right.
$$

where $\alpha, \beta \in(1,2], D$ is used for standard Caputo fractional derivative and $0<\delta, \gamma<1$ such that $\delta \eta^{\alpha}<1, \gamma \xi^{\beta}<1, h, g \in C(I, \mathbb{R})$ are boundary functions and $\phi, \psi: I \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous.

## 2 Preliminaries

In this section we give some fundamental definitions and results from fractional calculus and topological degree theory. For further detailed study, we refer to [19, 24, 26, 27, 33, 34].

Definition 2.1 The fractional integral of order $\rho \in \mathbb{R}_{+}$of a function $u \in L^{1}([a, b], \mathbb{R})$ is defined as

$$
I_{0+}^{\rho} u(t)=\frac{1}{\Gamma(\rho)} \int_{a}^{t}(t-s)^{\rho-1} u(s) d s
$$

Definition 2.2 The Caputo fractional order derivative of a function $u$ on the interval $[a, b]$ is defined by

$$
D_{0+}^{\rho} u(t)=\frac{1}{\Gamma(m-\rho)} \int_{a}^{t}(t-s)^{m-\rho-1} u^{(m)}(s) d s
$$

where $m=[\rho]+1$ and $[\rho]$ represents the integer part of $\rho$.

Lemma 2.1 The following result holds for fractional differential equations:

$$
I^{\rho} D^{\rho} u(t)=u(t)+d_{0}+d_{1} t+d_{2} t^{2}+\cdots+d_{m-1} t^{m-1}
$$

for arbitrary $d_{i} \in R, i=0,1,2, \ldots, m-1$.

The spaces $X=C([0,1], \mathbb{R}), Y=C([0,1], \mathbb{R})$ of all continuous functions from $[0,1] \rightarrow$ $\mathbb{R}$ are Banach spaces under the topological norms $\|x\|=\sup \{|x(t)|: t \in[0,1]\}$ and $\|y\|=$ $\sup \{|y(t)|: t \in[0,1]\}$, respectively. The product space $X \times Y$ is a Banach space under the norm $\|(x, y)\|=\|x\|+\|y\|$. It is also a Banach space under the norm $|(x, y)|=\max \{\|x\|,\|y\|\}$.
Let $\mathbb{S}$ be a family of all bounded sets of $\mathfrak{P}(X \times Y)$, where $X \times Y$ is a Banach space. Then we recall the following notions [35].

Definition 2.3 The Kuratowski measure of non-compactness $\mu: \mathbb{S} \rightarrow \mathbb{R}_{+}$is defined as $\mu(S)=\inf \{d>0: S$ admits a finite cover by sets of diameter $\leq d\}$,
where $S \in \mathbb{S}$.

Proposition 2.1 The Kuratowski measure $\mu$ satisfies the following properties:
(i) $\mu(S)=0$ iffS is relatively compact.
(ii) $\mu$ is a seminorm, i.e., $\mu(\lambda S)=|\lambda| \mu(S), \lambda \in \mathbb{R}$ and $\mu\left(S_{1}+S_{2}\right) \leq \mu\left(S_{1}\right)+\mu\left(S_{2}\right)$.
(iii) $S_{1} \subset S_{2}$ implies $\mu\left(S_{1}\right) \leq \mu\left(S_{2}\right) ; \mu\left(S_{1} \cup S_{2}\right)=\max \left\{\mu\left(S_{1}\right), \mu\left(S_{2}\right)\right\}$.
(iv) $\mu(\operatorname{conv} S)=\mu(S)$.
(v) $\mu(\bar{S})=\mu(S)$.

Definition 2.4 Let $F: \Omega \rightarrow X$ be continuous bounded map, where $\Omega \subset X$. Then $F$ is $\mu$-Lipschitz if there exists $K \geq 0$ such that

$$
\mu(F(S)) \leq K \mu(S), \quad \forall S \subset \Omega \text { bounded }
$$

Further, $F$ will be strict $\mu$-contraction if $K<1$.

Definition 2.5 A function $F$ is $\mu$-condensing if

$$
\mu(F(S))<\mu(S), \quad \forall S \subset \Omega \text { bounded, with } \mu(S)>0 .
$$

In other words, $\mu(F(S)) \geq \mu(S)$ implies $\mu(S)=0$.

Here, we denote the class of all strict $\mu$-contractions $F: \Omega \rightarrow X$ by $\vartheta C_{\mu}(\Omega)$ and denote the class of all $\mu$-condensing maps $F: \Omega \rightarrow X$ by $C_{\mu}(\Omega)$.

Remark $1 \vartheta C_{\mu}(\Omega) \subset C_{\mu}(\Omega)$ and every $F \in C_{\mu}(\Omega)$ is $\mu$-Lipschitz with constant $K=1$.

Moreover, we recall that $F: \Omega \rightarrow X$ is Lipschitz if there exists $K>0$ such that

$$
\|F(x)-F(y)\| \leq K|x-y|, \quad \forall x, y \in \Omega,
$$

and that if $K<1$, then $F$ is a strict contraction. For the following results, we refer to [34].

Proposition 2.2 If $F, G: \Omega \rightarrow X$ are $\mu$-Lipschitz with constants $K$ and $K^{\prime}$, respectively, then $F+G: \Omega \rightarrow X$ is $\mu$-Lipschitz with constant $K+K^{\prime}$.

Proposition 2.3 If $F: \Omega \rightarrow X$ is compact, then $F$ is $\mu$-Lipschitz with constant $K=0$.

Proposition 2.4 If $F: \Omega \rightarrow X$ is Lipschitz with constant $K$, then $F$ is $\mu$-Lipschitz with the same constant $K$.

The following theorem due to Isaia [34] plays an important role for our main result.
Theorem 2.1 Let $F: X \rightarrow X$ be $\mu$-condensing and

$$
\Psi=\{x \in X: \exists \lambda \in[0,1] \text { such that } x=\lambda F x\} .
$$

If $\Psi$ is a bounded set in $X$, so there exists $r>0$ such that $\Psi \subset S_{r}(0)$, then the degree

$$
D\left(I-\lambda F, S_{r}(0), 0\right)=1, \quad \forall \lambda \in[0,1] .
$$

Consequently, F has at least one fixed point and the set of the fixed points of F lies in $S_{r}(0)$.

Now, we list the following hypotheses.
$\left(\mathrm{C}_{1}\right)$ There exist constants $K_{g}, K_{h} \in[0,1)$ such that

$$
\begin{aligned}
& \left|g\left(x_{2}\right)-g\left(x_{1}\right)\right| \leq K_{g}\left|x_{2}-x_{1}\right| \\
& \left|h\left(y_{2}\right)-h\left(y_{1}\right)\right| \leq K_{h}\left|y_{2}-y_{1}\right| \quad \text { for } x_{1}, x_{2}, y_{1}, y_{2}, \in \mathbb{R} .
\end{aligned}
$$

$\left(\mathrm{C}_{2}\right)$ There exist constants $C_{g}, C_{h}, M_{g}, M_{h}>0$ such that, for $x, y \in \mathbb{R}$,

$$
|g(x)| \leq C_{g}|x|+M_{g}, \quad|h(y)| \leq C_{h}|y|+M_{h}
$$

$\left(\mathrm{C}_{3}\right)$ There exist constants $c_{i}, d_{i}(i=1,2)$ and $M_{\phi}, M_{\psi}$ such that, for $x, y \in \mathbb{R}$,

$$
\begin{aligned}
& |\phi(t, x, y)| \leq c_{1}|x|+c_{2}|y|+M_{\phi} \\
& |\psi(t, x, y)| \leq d_{1}|x|+d_{2}|y|+M_{\psi}
\end{aligned}
$$

$\left(\mathrm{C}_{4}\right)$ There exist constants $L_{\phi}, L_{\psi}$ such that, for $x_{1}, x_{2}, y_{1}, y_{2} \in \mathbb{R}$,

$$
\begin{aligned}
& \left|\phi\left(t, x_{2}, y_{2}\right)-\phi\left(t, x_{1}, y_{1}\right)\right| \leq L_{\phi}\left(\left|x_{2}-x_{1}\right|+\left|y_{2}-y_{1}\right|\right) \\
& \left|\psi\left(t, x_{2}, y_{2}\right)-\psi\left(t, x_{1}, y_{1}\right)\right| \leq L_{\psi}\left(\left|x_{2}-x_{1}\right|+\left|y_{2}-y_{1}\right|\right) .
\end{aligned}
$$

## 3 Main results

In this section, we discuss the existence and uniqueness of solutions to the BVP (1).

Lemma 3.1 If $h: I \rightarrow \mathbb{R}$ is $\alpha$ times integrable function, then solutions of the BVP

$$
\begin{array}{ll}
D^{\alpha} x(t)=h(t), & t \in I=[0,1],  \tag{2}\\
x(0)=g(x), & x(1)=\delta x(\eta), \quad 0<\eta<1,
\end{array}
$$

are a solution of the following Fredholm integral equation:

$$
\begin{equation*}
x(t)=\left(1-\frac{t(1-\delta)}{1-\delta \eta}\right) g(x)+\int_{0}^{1} G_{\alpha}(t, s) h(s) d s, \quad t \in[0,1] \tag{3}
\end{equation*}
$$

where $G_{\alpha}(t, s)$ is defined by

$$
G_{\alpha}(t, s)=\frac{1}{\Gamma(\alpha)} \begin{cases}(t-s)^{\alpha-1}+\frac{t \delta(\eta-s)^{\alpha-1}}{1-\delta \eta}-\frac{t(1-s)^{\alpha-1}}{1-\delta \eta}, & 0 \leq s \leq t \leq \eta \leq 1  \tag{4}\\ (t-s)^{\alpha-1}-\frac{t(1-s)^{\alpha-1}}{1-\delta \eta}, & 0 \leq \eta \leq s \leq t \leq 1 \\ \frac{t \delta(\eta-s)^{\alpha-1}}{1-\delta \eta}-\frac{t(1-s)^{\alpha-1}}{1-\delta \eta}, & 0 \leq t \leq s \leq \eta \leq 1 \\ -\frac{t(1-s)^{\alpha-1}}{1-\delta \eta}, & 0 \leq \eta \leq t \leq s \leq 1\end{cases}
$$

Proof Applying $I^{\alpha}$ on $D^{\alpha} x(t)=h(t)$ and using Lemma 2.1, we have

$$
\begin{equation*}
x(t)=I^{\alpha} h(t)+c_{0}+c_{1} t \tag{5}
\end{equation*}
$$

for some $c_{0}, c_{1} \in R$. The conditions $x(0)=g(x)$ and $x(1)=\delta x(\eta)$ imply $c_{0}=g(x)$ and $c_{1}=$ $\frac{\delta}{1-\delta \eta} I^{\alpha} h(\eta)-\frac{1-\delta}{1-\delta \eta} g(x)-\frac{1}{1-\delta \eta} I^{\alpha} h(1)$. Hence, we obtain

$$
\begin{equation*}
x(t)=I^{\alpha} h(t)+g(x)+t\left[\frac{\delta}{1-\delta \eta} I^{\alpha} h(\eta)-\frac{1-\delta}{1-\delta \eta} g(x)-\frac{1}{1-\delta \eta} I^{\alpha} h(1)\right], \tag{6}
\end{equation*}
$$

which after rearranging can be written as

$$
x(t)=\left(1-\frac{t(1-\delta)}{1-\delta \eta}\right) g(x)+\int_{0}^{1} G_{\alpha}(t, s) h(s) d s
$$

In view of Lemma 3.1, solutions of the coupled systems of BVPs (1) are solutions of the following coupled systems of Fredholm integral equations:

$$
\begin{cases}x(t)=\left(1-\frac{t(1-\delta)}{1-\delta \eta}\right) g(x)+\int_{0}^{1} G_{\alpha}(t, s) \phi(t, x(s), y(s)) d s, & t \in[0,1],  \tag{7}\\ y(t)=\left(1-\frac{t(1-\gamma)}{1-\gamma \xi}\right) h(y)+\int_{0}^{1} G_{\beta}(t, s) \psi(t, x(s), y(s)) d s, & t \in[0,1],\end{cases}
$$

where $G_{\beta}(t, s)$ is defined by

$$
G_{\beta}(t, s)=\frac{1}{\Gamma(\beta)} \begin{cases}(t-s)^{\beta-1}+\frac{t \gamma(\xi-s)^{\beta-1}}{1-\gamma \xi}-\frac{t(1-s)^{\beta-1}}{1-\gamma \xi}, & 0 \leq s \leq t \leq \xi \leq 1  \tag{8}\\ (t-s)^{\beta-1}-\frac{t(1-s)^{\beta-1}}{1-\gamma \xi}, & 0 \leq \xi \leq s \leq t \leq 1 \\ \frac{t \gamma(\xi-s)^{\beta-1}}{1-\gamma \xi}-\frac{t(1-s)^{\beta-1}}{1-\gamma \xi}, & 0 \leq t \leq s \leq \xi \leq 1 \\ -\frac{t(1-s)^{\beta-1}}{1-\gamma \xi}, & 0 \leq \xi \leq t \leq s \leq 1\end{cases}
$$

Clearly

$$
\begin{align*}
\max _{t \in[0,1]}\left|G_{\alpha}(t, s)\right| & =\frac{(1-s)^{\alpha-1}}{(1-\delta \eta) \Gamma(\alpha)} \\
\max _{t \in[0,1]}\left|G_{\beta}(t, s)\right| & =\frac{(1-s)^{\beta-1}}{(1-\gamma \xi) \Gamma(\beta)}, \quad s \in[0,1] . \tag{9}
\end{align*}
$$

Define the operators $F_{1}: X \rightarrow X, F_{2}: Y \rightarrow Y$ by

$$
\begin{aligned}
& F_{1}(x)(t)=\left(1-\frac{t(1-\delta)}{1-\delta \eta}\right) g(x), \\
& F_{2}(y)(t)=\left(1-\frac{t(1-\gamma)}{1-\gamma \xi}\right) h(y)
\end{aligned}
$$

and the operators $G_{1}, G_{2}: X \times Y \rightarrow X \times Y$ by

$$
\begin{aligned}
& G_{1}(x, y)(t)=\int_{0}^{1} G_{\alpha}(t, s) \phi(t, x(s), y(s)) d s, \\
& G_{2}(x, y)(t)=\int_{0}^{1} G_{\beta}(t, s) \psi(t, x(s), y(s)) d s .
\end{aligned}
$$

Further, we define $F=\left(F_{1}, F_{2}\right), G=\left(G_{1}, G_{2}\right)$ and $T=F+G$. Then the system of integral equations (7) can be written as an operator equation of the form

$$
\begin{equation*}
(x, y)=T(x, y)=F(x, y)+G(x, y) \tag{10}
\end{equation*}
$$

and solutions of the system (7) are fixed points of $T$.

Lemma 3.2 Under the assumptions $\left(\mathrm{C}_{1}\right)$ and $\left(\mathrm{C}_{2}\right)$, the operator $F$ satisfies the Lipschitz condition and the following growth condition:

$$
\begin{equation*}
\|F(x, y)\| \leq C\|(x, y)\|+M \quad \text { for every }(x, y) \in X \times Y \tag{11}
\end{equation*}
$$

Proof Using the assumption $\left(\mathrm{C}_{1}\right)$, we obtain

$$
\begin{align*}
& |F(x, y)(t)-F(u, v)(t)| \\
& \quad=\left|\left(1-\frac{t(1-\delta)}{1-\delta \eta}\right)(g(x)-g(u))+\left(1-\frac{t(1-\gamma)}{1-\gamma \xi}\right)(h(y)-h(v))\right| \\
& \quad \leq K_{g}\|x-u\|+K_{h}\|y-v\| \leq K\|(x, y)-(u, v)\|, \quad K=\max \left\{K_{g}, K_{h}\right\} . \tag{12}
\end{align*}
$$

By Proposition 2.4, $F$ is also $\mu$-Lipschitz with constant $K$. Now for the growth condition using $\left(\mathrm{C}_{2}\right)$, we get

$$
\|F(x, y)\|=\left\|\left(F_{1}(x), F_{2}(y)\right)\right\|=\left\|F_{1}(x)\right\|+\left\|F_{2}(y)\right\| \leq C\|(x, y)\|+M
$$

where $C=\max \left\{C_{g}, C_{h}\right\}, M=\max \left\{M_{g}, M_{h}\right\}$.

Lemma 3.3 The operator $G$ is continuous and under the assumption $\left(\mathrm{C}_{3}\right)$ satisfies the growth condition

$$
\begin{equation*}
\|G(x, y)\| \leq \Delta\|(x, y)\|+\Lambda \quad \text { for every }(x, y) \in X \times Y \tag{13}
\end{equation*}
$$

where $\Delta=\theta(c+d), \theta=\max \left\{\frac{1}{(1-\delta \eta) \Gamma(\alpha)}, \frac{1}{(1-\gamma \xi) \Gamma(\beta)}\right\}, c=\max \left\{c_{1}, c_{2}\right\}, d=\max \left\{d_{1}, d_{2}\right\}, \Lambda=$ $\theta\left(M_{\phi}+M_{\psi}\right)$.

Proof Let $\left\{\left(x_{n}, y_{n}\right)\right\}$ be a sequence of a bounded set $U_{r}=\{\|(x, y)\| \leq r:(x, y) \in X \times Y\}$ such that $\left(x_{n}, y_{n}\right) \rightarrow(x, y)$ in $U_{r}$. We need to prove that $\left\|G\left(x_{n}, y_{n}\right)-G(x, y)\right\| \rightarrow 0$. Consider

$$
\begin{aligned}
&\left|G_{1}\left(x_{n}, y_{n}\right)(t)-G_{1}(x, y)(t)\right| \\
& \leq \frac{1}{\Gamma(\alpha)}\left[\int_{0}^{t}(t-s)^{\alpha-1}\left|\phi\left(s, x_{n}(s), y_{n}(s)\right)-\phi(s, x(s), y(s))\right| d s\right. \\
& \quad+\frac{\delta}{1-\delta \eta} \int_{0}^{\eta}(\eta-s)^{\alpha-1}\left|\phi\left(s, x_{n}(s), y_{n}(s)\right)-\phi(s, x(s), y(s))\right| d s \\
&\left.\quad+\frac{1}{1-\delta \eta} \int_{0}^{1}(1-s)^{\alpha-1}\left|\phi\left(s, x_{n}(s), y_{n}(s)\right)-\phi(s, x(s), y(s))\right| d s\right] .
\end{aligned}
$$

From the continuity of $\phi$ and $\psi$, it follows that $\phi\left(s, x_{n}(s), y_{n}(s)\right) \rightarrow \phi(s, x(s), y(s))$ as $n \rightarrow \infty$. For each $t \in I$, using $\left(\mathrm{C}_{3}\right)$, we obtain $(t-s)^{\alpha-1}\left|\phi\left(s, x_{n}, y_{n}\right)-\phi(s, x, y)\right| \leq(t-s)^{\alpha-1} 2\left(\left(c_{1}+c_{2}\right) r+\right.$ $M_{\phi}$ ), which implies the integrability for $s, t \in I$ and by using the Lebesgue dominated convergence theorem, we obtain $\int_{0}^{t}(t-s)^{\alpha-1}\left|\phi\left(s, x_{n}, y_{n}\right)-\phi(s, x, y)\right| d s \rightarrow 0$ as $n \rightarrow \infty$. Similarly, the other terms approach 0 as $n \rightarrow \infty$. It follows that

$$
\left\|G_{1}\left(x_{n}, y_{n}\right)(t)-G_{1}(x, y)(t)\right\| \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

and similarly we can show that

$$
\left\|G_{2}\left(x_{n}, y_{n}\right)(t)-G_{2}(x, y)(t)\right\| \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Now for growth condition on $G$, using $\left(C_{3}\right)$ and (9), we obtain

$$
\left|G_{1}(x, y)(t)\right|=\left|\int_{0}^{1} G_{\alpha}(t, s) \phi(s, x(s), y(s)) d s\right| \leq \frac{1}{(1-\delta \eta) \Gamma(\alpha)}\left(c_{1}\|x\|+c_{2}\|y\|+M_{\phi}\right)
$$

and

$$
\left|G_{2}(x, y)(t)\right|=\left|\int_{0}^{1} G_{\beta}(s, t) \psi(s, x(s), y(s)) d s\right| \leq \frac{1}{(1-\gamma \xi) \Gamma(\beta)}\left(d_{1}\|x\|+d_{2}\|y\|+M_{\psi}\right)
$$

Hence, it follows that

$$
\begin{aligned}
\|G(x, y)\| & =\left\|G_{1}(x, y)\right\|+\left\|G_{2}(x, y)\right\| \\
& \leq \theta\left(c_{1}\|x\|+c_{2}\|y\|+M_{\phi}\right)+\theta\left(d_{1}\|x\|+d_{2}\|y\|+M_{\psi}\right) \\
& \leq \theta(c+d)(\|x\|+\|y\|)+\theta\left(M_{\phi}+M_{\psi}\right)=\Delta\|(x, y)\|+\Lambda .
\end{aligned}
$$

By this, we complete the proof.

Lemma 3.4 The operator $G: X \times Y \rightarrow X \times Y$ is compact. Consequently, $G$ is $\mu$-Lipschitz with zero constant.

Proof Take a bounded set $\mathcal{B} \subset U_{r} \subseteq X \times Y$ and a sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ in $\mathcal{B}$, then using (13), we have

$$
\left\|G\left(x_{n}, y_{n}\right)\right\| \leq \Delta r+\Lambda \quad \text { for every }(x, y) \in X \times Y
$$

which implies that $G(\mathcal{B})$ is bounded. Now, for equi-continuity and for given $\epsilon>0$, take

$$
\delta=\min \left\{\delta_{1}=\frac{1}{2}\left(\frac{\epsilon \Gamma(\alpha+1)}{6\left(\left[c_{1}+c_{2}\right] r+M_{\phi}\right)}\right)^{\frac{1}{\alpha}}, \delta_{2}=\frac{1}{2}\left(\frac{\epsilon \Gamma(\beta+1)}{6\left(\left[d_{1}+d_{2}\right] r+M_{\psi}\right)}\right)^{\frac{1}{\beta}}\right\} .
$$

For each $\left(x_{n}, y_{n}\right) \in \mathcal{B}$, we claim that if $t, \tau \in[0,1]$ and $0<\tau-t<\delta_{1}$, then

$$
\left|G_{1}\left(x_{n}, y_{n}\right)(t)-G_{1}\left(x_{n}, y_{n}\right)(\tau)\right|<\frac{\epsilon}{2} .
$$

Now consider

$$
\begin{aligned}
& \left|G_{1}\left(x_{n}, y_{n}\right)(t)-G_{1}\left(x_{n}, y_{n}\right)(\tau)\right| \\
& =\left\lvert\, \frac{1}{\Gamma(\alpha)} \int_{0}^{t}\left[(t-s)^{\alpha-1}-(\tau-s)^{\alpha-1}\right] \phi\left(s, x_{n}(s), y_{n}(s)\right) d s\right. \\
& \quad+\frac{1}{\Gamma(\alpha)} \int_{t}^{\tau}(\tau-s)^{\alpha-1} \phi\left(s, x_{n}(s), y_{n}(s)\right) d s \\
& \quad+\frac{\delta(t-\tau)}{(1-\delta \eta) \Gamma(\alpha)} \int_{0}^{\eta}(\eta-s)^{\alpha-1} \phi\left(s, x_{n}(s), y_{n}(s)\right) d s \\
& \left.\quad+\frac{(\tau-t)}{(1-\delta \eta) \Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-1} \phi\left(s, x_{n}(s), y_{n}(s)\right) d s \right\rvert\,
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{\left(c_{1}\left|x_{n}\right|+c_{2}\left|y_{n}\right|+M_{\phi}\right)}{\Gamma(\alpha+1)}\left[\left(t^{\alpha}-\tau^{\alpha}\right)+2(\tau-t)^{\alpha}\right] \\
& \leq \frac{\left(c_{1}+c_{2}\right) r+M_{\phi}}{\Gamma(\alpha+1)}\left[\left(\tau^{\alpha}-t^{\alpha}\right)+2(\tau-t)^{\alpha}\right] .
\end{aligned}
$$

We continue the proof with several cases.
Case 1. $\delta_{1} \leq t<\tau<1$ :

$$
\begin{aligned}
\left|G_{1}\left(x_{n}, y_{n}\right)(t)-G_{1}\left(x_{n}, y_{n}\right)(\tau)\right| & <\frac{\left(c_{1}+c_{2}\right) r+M_{\phi}}{\Gamma(\alpha+1)}(2+\alpha) \delta_{1}^{\alpha-1}(\tau-t) \\
& <\frac{\left(c_{1}+c_{2}\right) r+M_{\phi}}{\Gamma(\alpha+1)}(2+\alpha) \delta_{1}^{\alpha}<\frac{\epsilon}{2}
\end{aligned}
$$

Case $2.0 \leq t<\delta_{1}, \tau<2 \delta_{1}$ :

$$
\begin{aligned}
\left|G_{1}\left(x_{n}, y_{n}\right)(t)-G_{1}\left(x_{n}, y_{n}\right)(\tau)\right| & <\frac{\left(c_{1}+c_{2}\right) r+M_{\phi}}{\Gamma(\alpha+1)}\left[3 \tau^{\alpha}\right] \\
& <\frac{\left(c_{1}+c_{2}\right) r+M_{\phi}}{\Gamma(\alpha+1)} 3\left(2 \delta_{1}\right)^{\alpha}=\frac{\epsilon}{2} .
\end{aligned}
$$

Similarly for the second part, for each $\left(x_{n}, y_{n}\right) \in \mathcal{B}$, we claim that if $t, \tau \in[0,1]$ and $0<$ $\tau-t<\delta_{2}$, then $\left|G_{2}\left(x_{n}, y_{n}\right)(t)-G_{2}\left(x_{n}, y_{n}\right)(\tau)\right|<\frac{\epsilon}{2}$. Then:

Case 1. $\delta_{2} \leq t<\tau<1$ :

$$
\begin{aligned}
\left|G_{2}\left(x_{n}, y_{n}\right)(t)-G_{2}\left(x_{n}, y_{n}\right)(\tau)\right| & <\frac{\left(d_{1}+d_{2}\right) r+M_{\psi}}{\Gamma(\beta+1)}(2+\beta) \delta_{2}^{\beta-1}(\tau-t) \\
& <\frac{\left(d_{1}+d_{2}\right) r+M_{\psi}}{\Gamma(\beta+1)}(2+\beta) \delta_{2}^{\beta}<\frac{\epsilon}{2} .
\end{aligned}
$$

Case $2.0 \leq t<\delta_{2}, \tau<2 \delta_{2}$ :

$$
\begin{aligned}
\left|G_{2}\left(x_{n}, y_{n}\right)(t)-G_{2}\left(x_{n}, y_{n}\right)(\tau)\right| & <\frac{\left(d_{1}+d_{2}\right) r+M_{\psi}}{\Gamma(\beta+1)}\left[3 \tau^{\beta}\right] \\
& <\frac{\left(d_{1}+d_{2}\right) r+M_{\psi}}{\Gamma(\beta+1)} 3\left(2 \delta_{2}\right)^{\beta}=\frac{\epsilon}{2} .
\end{aligned}
$$

Hence, we have

$$
\begin{equation*}
\left\|G\left(x_{n}, y_{n}\right)-G\left(x_{n}, y_{n}\right)\right\|<\epsilon . \tag{14}
\end{equation*}
$$

Thus $G(\mathcal{B})$ is equi-continuous. In view of the Arzelà-Ascoli theorem $G(\mathcal{B})$ is compact. Furthermore, by Proposition 2.3, $G$ is $\mu$-Lipschitz with constant zero.

Theorem 3.1 Under the assumptions $\left(\mathrm{C}_{1}\right)-\left(\mathrm{C}_{3}\right)$, the system (1) has at least one solution $(x, y) \in X \times Y$ provided $C+\Delta<1$. Moreover, the set of solutions of (1) is bounded in $X \times Y$.

Proof By Lemma 3.2, $F$ is $\mu$-Lipschitz with constant $K \in[0,1)$ and by Lemma 3.4 $G$ is $\mu$-Lipschitz with constant 0 . It follows by Proposition 2.2 that $T$ is a strict $\mu$-contraction with constant $K$. Define

$$
\mathbb{B}=\{(x, y) \in X \times Y: \text { there exist } \lambda \in[0,1] \text { such that }(x, y)=\lambda T(x, y)\} .
$$

We have to prove that $\mathbb{B}$ is bounded in $X \times Y$. For this, choose $(x, y) \in \mathbb{B}$, then in view of the growth conditions as in Lemmas 3.2 and 3.3, we have

$$
\begin{aligned}
\|(x, y)\| & =\|\lambda T(x, y)\|=\lambda\|T(x, y)\| \leq \lambda(\|F(x, y)\|+\|G(x, y)\|) \\
& \leq \lambda[C\|(x, y)\|+M+\Delta\|(x, y)\|+\Lambda] \\
& =\lambda(C+\Delta)\|(x, y)\|+\lambda(M+\Lambda),
\end{aligned}
$$

which implies that $\mathbb{B}$ is bounded in $X \times Y$. Therefore, by Theorem 2.1, $T$ has at least one fixed point and the set of fixed points is bounded in $X \times Y$.

Theorem 3.2 In addition to the assumption $\left(\mathrm{C}_{1}\right)-\left(\mathrm{C}_{4}\right)$, assume that $K+\theta\left(L_{\phi}+L_{\psi}\right)<1$, then the system (1) has a unique solution.

Proof We use the Banach contraction theorem, for $(x, y),(u, v) \in \mathbb{R} \times \mathbb{R}$, we have from (12)

$$
\begin{equation*}
|F(x, y)-F(u, v)| \leq K\|(x, y)-(u, v)\| . \tag{15}
\end{equation*}
$$

Using ( $\mathrm{C}_{4}$ ) and (9), we obtain

$$
\begin{aligned}
\left|G_{1}(x, y)-G_{1}(u, v)\right| & \leq \int_{0}^{1}\left|G_{\alpha}(t, s)\right||\phi(s, x(s), y(s))-\phi(s, u(s), v(s))| d s \\
& \leq \theta L_{\phi}(|x-u|+|y-v|)
\end{aligned}
$$

which implies that

$$
\begin{align*}
\left\|G_{1}(x, y)-G_{1}(u, v)\right\| & \leq \theta L_{\phi}(\|x-u\|+\|y-v\|) \\
& =\theta L_{\phi}\|(x-u, y-v)\| \\
& =\theta L_{\phi}\|(x, y)-(u, v)\| \tag{16}
\end{align*}
$$

Similarly, we have

$$
\begin{equation*}
\left\|G_{2}(x, y)-G_{2}(u, v)\right\| \leq \theta L_{\psi}\|(x, y)-(u, v)\| . \tag{17}
\end{equation*}
$$

From (16) and (17), it follows that

$$
\begin{align*}
\|G(x, y)-G(u, v)\| & =\left\|G_{1}(x, y)-G_{1}(u, v)\right\|+\left\|G_{2}(x, y)-G_{2}(u, v)\right\| \\
& \leq \theta\left(L_{\psi}+L_{\psi}\right)\|(x, y)-(u, v)\| . \tag{18}
\end{align*}
$$

Hence, in view of (15) and (18), we obtain

$$
\begin{aligned}
|T(x, y)-T(u, v)| & \leq\|F(x, y)-F(u, v)\|+\|G(x, y)-G(u, v)\| \\
& \leq\left(K+\theta\left(L_{\psi}+L_{\psi}\right)\right)\|(x, y)-(u, v)\|,
\end{aligned}
$$

which implies that $T$ is a contraction. By the Banach contraction principle, the system (1) has a unique solution.

## 4 Example

Example 4.1 Consider the following multi-point BVP:

$$
\left\{\begin{array}{l}
D^{\frac{3}{2}} x(t)=\frac{1}{50+t^{2}}(1+|x(t)|+|y(t)|), \quad t \in[0,1],  \tag{19}\\
D^{\frac{3}{2}} y(t)=\frac{1+|x(t)|+|y(t)|}{50+|\cos x(t)|+|\sin y(t)|}, \quad t \in[0,1], \\
x(0)=\frac{g(x)}{2}, \quad x(1)=\frac{1}{2} x\left(\frac{1}{2}\right), \\
y(0)=\frac{h(y)}{2}, \quad y(1)=\frac{1}{3} y\left(\frac{1}{3}\right) .
\end{array}\right.
$$

The solution of the BVP (19) is given by

$$
\begin{aligned}
& x(t)=\frac{g(x)}{2}\left(1-\frac{2 t}{3}\right)+\int_{0}^{1} G_{\alpha}(t, s) \phi(s, x(s), y(s)) d s \\
& y(t)=\frac{h(y)}{2}\left(1-\frac{3 t}{4}\right)+\int_{0}^{1} G_{\beta}(t, s) \psi(s, x(s), y(s)) d s
\end{aligned}
$$

where $G_{\alpha}, G_{\beta}$ are the Green's functions and can be obtained easily as obtained generally in (4) and (8), respectively. From the system (19) we take $\alpha=\beta=\frac{3}{2}, \delta=\eta=\frac{1}{2}, \gamma=\xi=\frac{1}{3}$, and $r=2 \in(1,3)$, and let us take $\lambda=\frac{1}{2} \in[0,1]$. Then by the use of Theorem 3.2, we have $L_{\phi}=$ $L_{\psi}=\frac{1}{50}, M_{\phi}=M_{\psi}=\frac{1}{50}=c_{i}=d_{i}$, for $i=1,2$, and taking $K_{g}=\frac{1}{2}, K_{h}=\frac{1}{2}$, then assumptions $\left(\mathrm{C}_{1}\right)-\left(\mathrm{C}_{4}\right)$ are satisfied. We have

$$
\begin{array}{ll}
F_{1} x(t)=\frac{g(x)}{2}\left(1-\frac{2 t}{3}\right), & G_{1} x(t)=\int_{0}^{1} G_{\alpha}(t, s) \phi(s, x(s), y(s)) d s, \\
F_{2} y(t)=\frac{h(y)}{2}\left(1-\frac{3 t}{4}\right), & G_{2} y(t)=\int_{0}^{1} G_{\beta}(t, s) \psi(s, x(s), y(s)) d s .
\end{array}
$$

Since $F_{1}, F_{2}, G_{1}, G_{2}$ are continuous and bounded, also $F=\left(F_{1}, F_{2}\right), G=\left(G_{1}, G_{2}\right)$, which further implies that $T=F+G$ is continuous and bounded. Further

$$
\|F(x, y)-F(u, v)\| \leq \frac{1}{2}\|(x, y)-(u, v)\|,
$$

that is, if $F$ is $\mu$-Lipschitz with Lipschitz constant $\frac{1}{2}$ and $G$ is $\mu$-Lipschitz with zero constant, this implies that $T$ is a strict- $\mu$-contraction with constant $\frac{1}{2}$. Further it is easy to calculate $\theta=1.5045$. As

$$
\mathbb{B}=\left\{(x, y) \in C(I \times \mathbb{R} \times \mathbb{R}, \mathbb{R}), \exists \lambda \in[0,1]:(x, y)=\frac{1}{2} T(x, y)\right\}
$$

Then the solution

$$
\|(x, y)\| \leq \frac{1}{2}\|T(x, y)\| \leq 1
$$

implies that $\mathbb{B}$ is bounded and by Theorem 3.1 the BVP (19) has at least a solution $(x, y)$ in $C(I \times \mathbb{R} \times \mathbb{R}, \mathbb{R})$. Furthermore $K+\theta\left(L_{\phi}+L_{\psi}\right)=0.56018<1$. Hence by Theorem 3.2 the boundary value problem (19) has a unique solution.
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